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a b s t r a c t 

Recommender systems (RS) are a class of information filter applications whose main goal is to provide 

personalized recommendations, content, and services to users. Recommendation services may support a 

firm’s marketing strategy and contribute to increase revenues. Most RS methods were designed to provide 

recommendations of single items. Generating bundle recommendations, i.e., recommendations of two or 

more items together, can satisfy consumer needs, while at the same time increase customers’ buying 

scope and the firm’s income. Thus, finding and recommending an optimal and personal bundle becomes 

very important. Recommendation of bundles of products should also involve personalized pricing to pre- 

dict which price should be offered to a user in order for the bundle to maximize purchase probability. 

However, most recommendation methods do not involve such personal price adjustment. 

This paper introduces a novel model of bundle recommendations that integrates collaborative filtering 

(CF) techniques, demand functions, and price modeling. This model maximizes the expected revenue of 

a recommendation list by finding pairs of products and pricing them in a way that maximizes both the 

probability of its purchase by the user and the revenue received by selling the bundle. 

Experiments with several real-world datasets have been conducted in order to evaluate the accuracy 

of the bundling model predictions. This paper compares the proposed method with several state-of-the- 

art methods (collaborative filtering and SVD). It has been found that using bundle recommendation can 

improve the accuracy of results. Furthermore, the suggested price recommendation model provides a 

good estimate of the actual price paid by the user and at the same time can increase the firm’s income. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Recommender systems are a class of information filter appli-

ations whose main goal is to provide personalized recommen-

ations of content and services to users. A recommender system

or an e-commerce site helps users find products, such as movies,

ongs, books, gadgets, applications, products, and restaurants that

t their personal preferences and needs [1] . Recommender systems

nhance e-commerce sales by converting browsers into buyers, ex-

osing customers to new products, increasing cross-selling by sug-

esting additional products, building customer loyalty, increasing

ustomers’ satisfaction based on their purchasing experience, and

ncreasing the likelihood of repeat visits by satisfied customers.

ach of these can be translated into increased sales and higher

evenue. In the age of e-commerce, it is important for firms to de-

elop web-based marketing strategies such as product bundling to

ncrease revenue. Product bundling refers to the practice of sell-
� Initial version of this paper was presented as a poster at the RecSys conference 

n 2015 [21] . 
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ng two or more goods together, packaged at a price which is be-

ow the sum of the independent prices [6] . This practice can be

bserved very often in the real world. For example, if a customer

uys Internet access and cell phone service together from the same

ompany, it is often sold as a package which is cheaper than buy-

ng both services independently. Generating bundles is an example

f a marketing strategy aimed at satisfying consumer needs and

references, while complementing the firm’s marketing strategy on

wo levels, by increasing income and widening the customers’ buy-

ng scope. The motivation behind using recommender systems as

 platform to bundle recommendations is to expand the market

o encompass new products that would not have been purchased

ere they not part of a bundle, and by doing so, increasing the

rms’ income and profits. The bundling effect can leverage and ex-

and upon the single item recommendation by recommending top

 list recommendations that include both items and bundles, pro-

iding the customer the ability to choose whether to buy a bundle

r a single item. 

The collaborative filtering (CF) approach is considered one of

he most popular and effective techniques for building recom-

ender systems [2] . The basic idea is to try to predict the user’s

pinion about different items and recommend the “best” items,

http://dx.doi.org/10.1016/j.knosys.2016.08.013
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
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using the user’s previous preferences and the opinions of other

likeminded users. 

CF is a very effective recommendation technique, and bundling

is one of the most useful marketing strategies; therefore we sug-

gest combining them. 

The design of a RS with product bundling is more challenging

than that of a RS based on single item recommendation. Whereas

in a routine RS the problem is to find products that the user will

like, in a RS with product bundling, we also have to deal with

the associations between the products within the bundle. More-

over, the advantage for the consumer when purchasing the bundle

is the associated cost savings; this results in an additional chal-

lenge – pricing the bundle in such a way that will satisfy cus-

tomers and entice and convince them to buy it, while also serv-

ing the supplier’s interests. Most recommendation methods are de-

signed to provide single item recommendations and do not in-

volve personalized price recommendation. Very few studies have

been conducted in the area of combining bundling strategy with

recommender systems. Previous researches did not included con-

crete evaluation showing that bundle purchasing can be predicted

and didn’t use recommender system measures such as precision

and recall. Furthermore, there was no work that involved price

bundling in the recommendations. 

The main contribution of this research is that we introduced

a novel model that integrates bundle recommendation algorithm

with the recommendation systems platform. We examined the

possibility of combining bundle recommendations without dimin-

ishing the prediction accuracy of state-of-the-art collaborative fil-

tering and SVD methods (, which will be described later). 

In order to recommend bundles we determined the probabil-

ity that the customer would buy the bundle. The bundle purchas-

ing probability was based on a new adjusted model which uses

collaborative filtering techniques, a personalized demand graph,

pricing modeling, and optimization techniques. Another contribu-

tion is that we implemented an optimization technique to deter-

mine which personal price should be offered to a user for a par-

ticular bundle. As we demonstrated, this model can increase the

users’ buying scope and the firm’s income, and for that reason this

model can help the RS industry. We evaluated our model by us-

ing three real datasets and used offline tests to evaluate the hit

of our bundling recommendations and price suggestions. The re-

sults showed that in comparison to state-of-the-art item recom-

mendation methods, our bundling recommendations can improve

the precision, recall, average quantity of products purchased, and

the average price paid. 

The techniques and methods that we used will be described

more thoroughly in the following chapters. In chapter 2 we review

related work in the fields of product and price bundling. In chap-

ter 3 we present detailed research objectives, our suggested model,

and algorithm. Chapter 4 describes our experiments and results. In

chapter 5 we present the conclusions, discussion and future work. 

2. Related work 

Recommender systems (RS) are a type of information filtering

system which aims to predict the ‘rating’ or ‘preference’ a user

would give an item. 

This information can be obtained directly, usually based on the

users’ ratings for items, or indirectly, by monitoring users’ behav-

ior, such as songs heard, applications downloaded, websites visited,

products purchased, and books read [1] . For the past decade, rec-

ommender systems have been investigated both by industry and

academia. 

The most widely used filtering algorithms presented in the lit-

erature for the recommendation task are: collaborative filtering,
emographic filtering, content-based filtering, and hybrid filtering

1] . 

Content-based filtering makes recommendations based on user

hoices made in the past (e.g., in a web-based e-commerce RS,

f the user has purchased comedy films in the past, the RS will

ikely recommend a newly released comedy that the user has not

et purchased on this website). Content-based filtering also gener-

tes recommendations using the content from objects intended for

ecommendation; therefore, specific content can be analyzed such

s text, images, and sound. 

Demographic filtering is justified on the principle that individ-

als with certain common personal attributes (sex, age, country,

tc.) will also have common preferences. [25] presents novel ap-

roaches of user profiling for demographic recommender systems.

hese approaches represent alternatives for profiling users using

ttribute types and representations, in order to obtain a strong in-

ication of the closeness between individuals. 

Collaborative Filtering allows users to provide ratings about a set

f elements in such a way that when enough information is stored

n the system, recommendations can be made to each user based

n information provided by other users that are thought to have

he most in common with them. 

The most widely used algorithm for collaborative filtering is

he k-Nearest Neighbors (k-NN) which will be used in our research.

n the user to user version, k-NN executes the following three tasks

o generate recommendations for an active user: (1) determine k

sers neighbors (neighborhood) for the active user a; (2) imple-

ent an aggregation approach with the ratings for the neighbor-

ood in items not rated by a; and (3) extract the predictions iden-

ified in step 2, and select the top N recommendations. [26] sug-

ests a novel technique for predicting the tastes of users with an

nderstandable probabilistic meaning based on collaborative filter-

ng. The paper presents a new decomposition of the rating matrix

hich is based on factorizing the rating matrix into nonnegative

atrices whose components are within the range [0,1]. 

Hybrid filtering uses a combination of CF with demographic

ltering or CF with content-based filtering. Hybrid filtering is usu-

lly based on bioinspired or probabilistic methods such as genetic

lgorithms and fuzzy genetic, neural networks, Bayesian networks,

lustering, and latent features (such as SVD [23] ). Clustering-based

ecommender systems suffer from relatively low accuracy and cov-

rage. [27] presents a new multiview clustering method to address

hese issues. The method iteratively clusters users from the per-

pectives of both rating patterns and social trust relationships. This

pproach demonstrates that clustering-based recommender sys-

ems are suitable for practical use. 

There are two approaches in the literature for the bundling

ask: product bundling and price bundling [7] . 

• Product bundling is a design oriented approach, which helps

identify which products among a feasible set of “products”

should go into the bundle. 

• Price bundling is a pricing oriented approach, which assumes a

product portfolio and proposes the prices at which the individ-

ual items and/or bundles should be offered. 

The distinction between price and product bundling is impor-

ant, because each of these types of bundling entails different

trategic choices and therefore different consequences for compa-

ies. Product bundling deals with the problem of choosing which

roducts will be combined as a bundle. Price bundling deals with

he problem of which price should be offered for a set of differ-

nt products. Whereas price bundling is a pricing and promotional

ool, product bundling is more strategic, because it creates added

alue. Managers can use price bundling easily, at short notice or

or a limited duration, whereas product bundling is a longer-term
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trategy. We presented here the related work regarding this two

pproaches: 

.1. Product bundling 

There are methods such as frequent itemsets and association

ules that aim to find relationships between sets of products. Fre-

uent itemsets play an essential role in many data mining tasks

hat try to identify interesting patterns within databases, such as

ssociation rules, correlations, sequences, episodes, classifiers, clus-

ers, and many more. The frequent itemset approach tries to find

ets of items that appear in many of the same baskets. Each basket

onsists of a set of items (an itemset) and intuitively, a set of items

hat appears in many baskets is said to be “frequent” [3] . 

The mining of association rules is one of the most popular data

ining approaches. The original motivation for finding association

ules came from the need to analyze supermarket transaction data

y examining customer behavior based on the purchased products.

ssociation rules describe how often items are purchased together.

or example, the association rule “milk ⇒ bread (80%)” indicates

hat four out of five customers that bought milk also bought bread.

uch rules can be useful for decisions concerning product pricing,

romotions, store layout, and more. 

Since their introduction in 1993 by Argawal et al. [4] , the fre-

uent itemset and association rule mining techniques have re-

eived a great deal of attention. Interest continues to this day,

nd within the past two decades, hundreds of research pa-

ers have been published presenting new algorithms or improve-

ents on existing algorithms to address these mining issues more

fficiently [5] . 

Our model deals with personal bundling recommendations as

pposed to the abovementioned frequent itemset and association

ules mining techniques, which are not personalized. Instead, our

odel relies upon the CF (collaborative filtering) method which is

he most common approach for the recommendation task. 

Very few studies have been conducted in the area of combining

undling strategy with recommender systems. In this section we

resent these studies. 

The first study describes a product bundling approach in the

ourism domain which presents a case model to represent a travel

lan bundle along with user profiles and preferences [8] . This rec-

mmender system supports the bundling of a personalized travel

lan by selecting travel products (e.g., a hotel, museum visit, or a

limbing activity) and building a travel bag, which effectively rep-

esents the bundling of products. This framework also consisted

f building an interactive human-machine system in which users

esponded to a query and the system returned suggested travel

lans. When a “failure” situation occurred and no results were re-

urned, the system suggests a new set of alternative queries that

ight produce satisfactory results by tightening or relaxing some

f the query constraints. The model used in this paper to support

ersonalized travel plan is a case model. The Case Base (space) is

ade of four components: travel wishes and constraints, travel bag

which is the bundle), user features, and reward (the rank for the

ravel bundle). A case is built during a human/machine interaction,

nd therefore it is always a structured snapshot of the interaction

t a specific time. 

The paper didn’t show any empirical results evaluating this sys-

em’s performance. 

The second study demonstrates the feasibility of bundle recom-

endations using the CF recommendation method [9] . Clustering

as used to find customer groups, and data mining with associ-

tion rule techniques was used to find the relations between two

ets of products within a transaction database. The products were

lassified into three categories: hot sale, general sale, and dull, and
he evaluation was the hit of the bundle strategy as opposed to a

pecific bundle. 

The third study discusses bundle optimization using a generic

lgorithm to maximize the compatibility of the products within

he bundle (using association rules), and simultaneously satisfies

oth customer preferences and merchant requirements [10] . The

enetic model defined chromosome structure in a way that every

ene represents a particular product belonging to the merchant’s

atalogue. Each gene represents a product whose reference re-

erves 64 bits. The fitness function is a combination of the retailer

rofit and the confidence of the related associative rule. They rely

pon the fitness value for the evaluation, not recommender system

latform measures. In our research we intend to evaluate the bun-

les recommendation with measures from the recommender sys-

ems field (such as precision and recall) that are based on the user

ehavior, i.e. whether he/she bought the items. The previous study

rovides the fitness value, but does not indicate whether the cus-

omer actually bought this bundle. 

The last paper introduces a bundle recommendation problem

BRP) that can build a bundling effect during recommendation. Its

olution is based on a set of items that maximizes some total ex-

ected reward [15] . The bundle recommendation is designed as a

roblem of selecting a set of k items from a given list of relevant

tems. More precisely, given a user u , the developed model rec-

mmends k items from a catalog containing n items whose rel-

vancies with respect to the user u are known. For the evalua-

ion they used offline test and online campaigns using the email.

oth the offline and online results showed that the bundle recom-

endation algorithm can consistently improve the baseline models

n terms of predefined rewards like conversions or revenues. The

aper provides the whole recommendation list as a bundle and

oesn’t leverage the price advantage of bundles. There is a need

o take into account the price aspect and integrate dynamic pric-

ng techniques with bundle recommendation. 

Our work suggests a new approach of recommending bundles

s a top N recommendations list. For the bundling task, we don’t

se methods that request the user to provide information. Further-

ore, we not only deal with representation of a bundle, but also

how real results and the effectiveness of the bundling approach.

e evaluated the recommendations in a more specific and accu-

ate way according to a specific bundle, in contrast to some pre-

ious studies that evaluated the hit of the bundle strategy. We in-

end to evaluate the bundles recommendation with measures from

he recommender systems field that are based on the user be-

avior, i.e. whether he/she bought the items. Most of the studies

entioned earlier in this section didn’t use recommender system

valuation methods to evaluate the accuracy of the bundle rec-

mmendations. In addition, each recommendation includes a per-

onal price suggestion. The mentioned studies didn’t propose per-

onal price recommendations for the bundles. One study has been

onducted in the area of personal price recommendation. This pa-

er [20] implements a personalized promotion as marketing tactic

or increasing sales volume. The study estimated consumer’s WTP

willingness to pay) using laboratory auctions. They used Becker-

eGroot-Marschak (BDM) mechanism. Under BDM, each bidder

ubmits a bid to purchase a product. A sales price is randomly

rawn from an interval which covers all plausible bids. If that sales

rice is lower than a participant’s bid, then she receives the prod-

ct and pays the sales price. They ran an experiment where sub-

ects selected at least 5 best value products (from 120k skin care

roducts in amazon.com), ranked the selected products, the sys-

em recommended the customer a list of products using Amazon’s

consumer who bought this also bought these” recommendations.

ext, the customer bid at least 5 products knowing that at most

ne of the products will be randomly selected to go through the

DM procedure. Finally, the system ran the lottery on all subjects.
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Based on the data collected they build regression models for per-

sonalized promotion. They test their model using RMSE and the

seller profit metrics. They noted that it may be useful to consider

bundles of goods and that personalized promotion and recommen-

dation should be considered jointly within a unified framework,

and not remain as separate problems like they did in this study. 

2.2. Price bundling 

In this section we describe the work done in the pricing field.

The use of mixed price bundling has increased over the last few

years. The effectiveness of price bundling appears to be a func-

tion of the demand in such a way as to achieve cost economies.

In the mixed-joint form, a single price P A+B is established for the

two products purchased jointly (where P A+B < P A + P B ). Each prod-

uct has a distribution of reservation prices (the maximum amounts

buyers are expected to pay). By bundling the products together,

we essentially create a new product. If the two products are in-

dependent in their demand, some customers who would buy only

one of the products in the previous situation in which they were

priced individually will now buy both products. The reason is that

the value these customers place on one product is higher than the

price of the combined two products. In economic terminology, the

consumer surplus is the amount by which the individual’s reser-

vation price exceeds the actual price paid [12] presents four basic

kinds of customers (segments) based on their relation to the bun-

dle, each of which is characterized by a different set of reserva-

tion price distributions. Each of these segments needs a different

pricing method. Further, [12] shows how these objectives can be

achieved and examines pricing models. 

The primary objective of bundling is cross-selling by appeal-

ing to customers who might purchase A or B but not both. In

examining cross-selling opportunities, an important consideration

is the relative unbundled demand levels for A and B. If the quan-

tity sold of A (only) with unbundled sales is substantially greater

than the quantity sold of B (only) with unbundled sales, then

the strategy tends to be mixed-leader bundling, where A will be

the best leader, and a reduced price for A is tied to the pur-

chase of B. In cases in which these quantities are equal, mixed

joint bundling is the appropriate strategy. For example, a sport

club may have a number of customers who only purchase aer-

obic classes and an equal number of customers who only pur-

chase use of the weight room. A bundling scheme that provides

a discount on the total cost of the two services (i.e., mixed joint

bundling) would maximize the number of cross-selling opportuni-

ties. The key to effective demand response in bundling is identi-

fying the complementary factors among services. The complemen-

tary issue has received attention in marketing and is discussed fur-

ther in this work. Complementary factors are desirable for cross-

selling, because they enhance the likelihood that the current cus-

tomer surplus, or any surplus created by a price reduction on the

leader, is transferred to the second service. Furthermore, if B en-

hances the utility (reservation price) of A, the probability of buy-

ing the bundle increases. [43] presents the demand conditions re-

quired for successful cross-selling and mixed leader bundling pur-

chasing. Additionally, [43] provides the demand conditions for cus-

tomer acquisition, which focus on potential new customers who

buy neither A nor B. [13] assumed that the distributions of reser-

vation prices for each product separately and for the bundle are

all normal and compares pure bundling and unbundled sales un-

der bivariate normality. This paper shows that pure bundling is

always more profitable than unbundled sales in symmetric Gaus-

sian cases and states the conditions when mixed bundling is more

profitable than the other strategies under the above assumptions.

[14] suggests a mixed integer linear program in order to optimize

bundle pricing. The objective function represents the firm’s profit
nd the customers’ behavior, and their surplus is treated as a con-

traint on the firm’s objective function. To find the probability that

he customer will buy a bundle at a specific price, we should look

t the demand function. [16] presents the demand for cigarettes

s a function of price, income, and other factors that influence

aste. Both the decision to smoke (the participation decision) and

he quantity smoked are of interest. The most basic result in eco-

omics is that higher prices discourage consumption of a product

r service. The paper [16] shows that price has a significant nega-

ive influence on both smoking participation and on the number of

igarettes consumed by smokers, with elasticities ranging between

0.4 and -0.6. Increasing cigarette taxes will decrease both smoking

articipation and consumption. However, the effect of price varies

idely by income group, with the greatest effect shown for indi-

iduals with low incomes and women. The price elasticity of par-

icipation for low income women is nearly -1.0, which is almost

hree times the elasticity for the pooled sample of women and

ouble the magnitude for men overall. That shows that the price

ffects personal consumption and each user has his/her own de-

and function based on gender, income, and preferences. We use

he results of this paper as a motivating idea for the price bundling

ask by finding the personal demand function of the user, which

ncludes his price sensitivity. 

. Product and pricing bundling recommendations (PBR) 

odel 

Pervious works have shown that product bundling is feasible

or recommender systems and can be very effective at increas-

ng firms’ incomes and sales. However, most previous research did

ot included concrete evaluation showing that bundle purchasing

an be predicted and didn’t use recommender system measures

uch as precision and recall. Furthermore, there was no work that

nvolved price bundling in the recommendations. There was one

tudy that deals with personalized price for items using auctions.

he main goal of our research is to provide and design a detailed

ethod that combines various techniques for the bundling task

ased on the recommendation systems platform, and accordingly

ur research will be evaluated using measures associated with this

eld. We designed a new personalized bundling approach for rec-

mmender systems that will be able to predict which products will

e suggested as a bundle that interests the user. We verified that

he algorithm provides good evaluation measures and can be used

or the bundle prediction task (using recall and precision mea-

ures). We designed a new personalized pricing bundling approach

hat will be able to predict which price should be offered to a

ser for the bundle. We verified if price recommendation provides

 good estimate of the actual price that the customer paid, and if

rice recommendation can increase the user’s purchasing price and

he firm’s revenue. 

.1. Approach 

In this section the proposed approach is presented. The general

ethod aims at improving the seller’s expected revenue, while at

he same time maintaining the prediction accuracy of the CF rec-

mmendation system. 

The main research method that we use is composed of the fol-

owing steps: 

Fig. 1 shows the process of recommending top N bundles. In or-

er to find which top N bundles should be recommended, we use

he bundling strategy of maximizing the expected revenue value of

ach bundle. The expected revenue function consists of the profit

f the seller from selling the bundle and the probability the cus-

omer will buy the bundle at the recommended price T. To deter-



M. Beladev et al. / Knowledge-Based Systems 111 (2016) 193–206 197 

Fig. 1. The research model, methods, and techniques. 
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ine that probability we designed a model which consists of three

arts (as indicated by the numbers (1)–(3) in Fig. 1 ): 

1. Single item purchasing probability (using the k-NN CF method).

2. Item to item similarity using the Jaccard measure to find the

dependencies of the items within the bundle. 

3. Pricing element using personalized demand graph which is

built by finding a generic demand graph and a personalized

bias factor which represents the user’s sensitivity to the price.

This bias factor is predicted for each user and item using the

SVD method. With this personalized demand function we can

determine the probability of purchasing each product at a spe-

cific price. 

The main function (indicated by the number 4 in Fig. 1 ) is mod-

led as an optimization problem aiming at identifying the bun-

les and prices that maximize the bundling strategy (maximizing

he expected revenue or the purchasing probability) and therefore

hould be suggested to the user. In order to build the demand

raph model we used the user-item purchasing matrix (which con-

ains the following transaction information: item ID, customer ID,

nd purchase price) and item-purchasing prices matrix (which con-

ains the following transaction information: item ID and purchase

rice). The model was evaluated and compared using common ac-

uracy and performance measures on different datasets. 

We first introduce our optimization problem and then the tech-

iques and methods used to solve it. 

.2. The bundling optimization problem 

In this section, we present our bundle recommendation model. 

The retailer expected revenue function that we want to maxi-

ize is: 

xpectedRe v enue = P u ( i 1 , i 2 , T ) · ( T − cos t 1 − cos t 2 ) (1) 

here P u ( i 1 , i 2 , T ) is the probability that user u will purchase the

undle, which is composed of products i 1 and i 2 , at price T . An

ssumption that differentiation in the bundle’s price between cus-

omers is legitimate was made, in order to provide the user a per-

onal recommendation of a bundle with a personal price T. cost 1 
s the retailer’s cost of product i 1 , and cost 2 is the retailer’s cost of

roduct i 2 . The proposed bundle and the price T for user u will be

he one that maximizes the expected revenue: 

( i 1 , i 2 , T ) = argma x ∀ i , i ,T ExpectedRe v enue ( i 1 , i 2 , T ) (2)

1 2 
In order to find P u ( i 1 , i 2 , T ), we have to find the corresponding

rices ( C 1 of product i 1 and C 2 of product i 2 ) that add up to the

undle price T : 

P u ( i 1 , i 2 , T ) = ma x ∀ c1 ,c2 | c1+ c2= T P u ( i 1 ∩ 

i 2 ∩ 

C 1 ∩ 

C 2 ) (3) 

eaning that we have to find the prices C 1 and C 2 that maxi-

ize the probability of the user u to buy products i 1 and i 2 at those

rices. 

According to Bayes’ law: 

 u ( l ike i 1 ∩ 

wil l ing to pay C 1 f or i 1 ) = P u ( like i 1 ) 

·P u ( wil l ing to pay C 1 f or i 1 | l ike i 1 ) (4) 

We used the Jaccard measure to represent the products’ sim-

larity. The Jaccard coefficient measures similarity between finite

ample sets and is defined as the probability of the intersec-

ion of the sample sets divided by the probability of the union

f the sample sets (ranges 0 to 1) [11] . In our model we used

he Jaccard similarity coefficient, since it is a measure commonly

sed in the shopping domain that indicates whether two products

ere frequently bought together [18] . Furthermore, our data model

ses binary data and Jaccard is a useful measure for this kind of

ata. Products with a high Jaccard measure can be combined as a

undle. 

According to the Jaccard measure: 

accard = J i 1 , i 2 = 

P ( i 1 ∩ 

i 2 ) 

P ( i 1 ∪ 

i 2 ) 
(5) 

sing combinatorial mathematics, the inclusion–exclusion princi-

le: 

 ( i 1 ∩ 

i 2 ) = P ( i 1 ) + P ( i 2 ) − P ( i 1 ∪ 

i 2 ) (6)

sing Eqs. (5) + ( 6 ): 

 ( i 1 ∩ 

i 2 ) = 

P ( i 1 ) + P ( i 2 ) 

1 + 

1 
J i 1 , i 2 

(7) 

sing Bayes’ law and Eqs. (4) and ( 7 ): 

 u ( ( i 1 ∩ 

C 1 ) ∩ 

( i 2 ∩ 

C 2 ) ) = 

P u ( i 1 ) · P u ( C 1 | i 1 ) + P u ( i 2 ) · P u ( C 2 | i 2 ) 
1 + 

1 
J i 1 , i 2 

(8) 

The simplified assumption is that the Jaccard measure, J i 1 , i 2 ,

hich denotes the products’ compatibility, is not affected by the

rice and the target user. We can’t define the dependence between
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Fig. 2. A demonstration of personalized demand function for a generic customer, 

indifferent customer, and an enthusiastic customer. 
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the two products using only the target user’s data. Thus, this mea-

sure is calculated in a collaborative form, using all the users that

bought the both products. 

The P u ( i 1 ), P u ( i 2 ) probabilities can be found using the collabora-

tive filtering technique: 

P u ( X ) = 

∑ 

u i � = u j W u i , u j · r u j ∑ 

u i � = u j W u i , u j 

(9)

where W u i , u j is the correlation between customer u i to customer u j .

r u j is 0 if customer u j didn’t buy item x , and 1 if customer u j 
bought item x . The correlation is calculated with the Jaccard mea-

sure. 

To find P u ( C 1 | i 1 ), P u ( C 2 | i 2 ) we use our personal demand func-

tion presented in the next section. 

3.3. Personalized demand graph 

We enhance the above model by relaxing the assumption that

one demand-graph suits all customers. 

Namely we would like to assume that each customer has

his/her own demand graph based on their preferences or busi-

ness attitude. We would like to develop a heuristic for estimating

the “personalized” demand graph for user u and item i using very

sparse data, as is usually available in RSs. 

The graph presented in Fig. 1 shows the generic customer

versus an enthusiastic customer (triangle) and an indifferent one

(square). 

We assume that switching from one curve (e.g., the square

curve) to another (e.g., the triangle curve) is done as follows: 

P u ( C 1 | i 1 ) = min ( P ·, i 1 ( C 1 ) · αu, i 1 , 100%) (10)

where P ·, i 1 ( C 1 ) is the generic demand graph for item i 1 given price

C 1 , and αu, i 1 
is the personalized bias factor for user u and item i 1 . 

In order to find the personal bias factor, αu, i 1 
, we can look at

the individual customer’s previous purchases or the highest bid a

customer assigned to an item. We compare the customer’s price to

the median price obtained from the generic graph. For example, if

customer u purchased item i 1 at price C 1 ∗ then his/her bias factor

is estimated as: 

αu, i 1 = 

0 . 5 

P ·, i 1 ( C 1 
∗
) 

(11)

We demonstrate this idea in the graph presented in Fig. 2 . The

current customer purchased the item for price C 1 ∗ = 1300, which,

according to the generic graph, convinced only 35% of the inter-

ested population. Thus, in order to determine the personalized bias

factor for this user: 

αu, i 1 = 

0 . 5 = 1 . 42 
0 . 35 
We can create a bias matrix for all purchases of items by users,

nd the remaining values of bias factor of products that have not

een purchased by the customer can be predicted using the SVD

ethod. Given the complete matrix, we can generate the person-

lized demand graph of user u and item i 1 by taking the generic

emand graph calculated for item i 1 and multiplying it by the pre-

icted α . 

.4. Algorithm 

In this subsection, we summarize the bundle recommendation

lgorithm. 

The input of the algorithm is a sparse binary matrix of the users

nd items, where a value of 1 represents that user u purchased

tem i . Another input is the number of purchases at each price for

pecific items. 

The output is a top K recommended bundles list for each user. 

Algorithm 1 has three parts and is described below. 

1. Building the generic demand graph for each item (lines 10–11)

- we build a regression model using the number of purchases

in each price of the given item. 

2. For each user we compute the similarity to all other users

W u i , u j (lines 13–14), using the Jaccard in order to find user to

user similarity. We used the Jaccard correlation, because it is

considered a good similarity function for binary sets, and it has

been used in several RS studies to obtain similarity scores [22] .

3. For each user we compute the item purchase probability, and

the personalized bias factor for each item (lines 15–17). The

bias factor can be predicted if the data exists, and if not, it can

be predicted using SVD. 

4. Bundling optimization (lines 18–33) - in this part the joined

probability of purchasing two items is calculated. We are look-

ing for the bundle price T that maximizes the expected revenue

of selling this bundle. 

T = Min [min( C 1 ), min( C 2 )];T < [max( C 1 ) + max( C 2 )] (line 20)

meaning that T can be at least the minimum of the prices of

item 1 and item 2 that exist in the dataset, and at most, the

addition of the maximum prices of item 1 and item 2 that

exist in the dataset. C 1 , C 2 are the prices of the items that

add up to T, and we want to find the best assignment that

maximizes the joined probability. Prob is the probability the

user will purchase the two items at the given prices, mean-

ing Prob = P u ( ( i 1 ∩ 

C 1 ) ∩ 

( i 2 ∩ 

C 2 )) . For each bundle we save the

maximum expected revenue value that can be achieved (lines

28–31). 

5. Then we sort all the potential bundles by the expected revenue

value and suggest the top K (lines 32–33) to the user. 

We use two strategies in our model: 

I. The first strategy maximizes the probability that the

user will buy the bundle, meaning that we maximize

( i 1 , i 2 , T ) = argma x ∀ i 1 , i 2 ,T P u ( i 1 , i 2 , T ) , where P u ( i 1 , i 2 , T ) =
ma x ∀ c1 ,c2 | c1+ c2= T P u ( i 1 ∩ 

i 2 ∩ 

C 1 ∩ 

C 2 ) . 

II. The second maximizes the expected revenue ( i 1 , i 2 , T ) =
argma x ∀ i 1 , i 2 ,T ExpectedRe v enue ( i 1 , i 2 , T ) , where 

ExpectedRe v enue = P u ( i 1 , i 2 , T ) · ( T − cos t 1 − cos t 2 ) . 

The algorithm computational complexity consists of: 

1. Single item purchasing probability (CF user to user similarity

algorithm) - if user similarities are not pre-computed offline,

they need to be computed at the time a recommendation is re-

quested. In this case, there is no need for computing the whole

user similarities matrix – only similarities between the active

user and all of the other users or a set of training users. The

cost of this computation is of the order O( mn ), where m is the
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number of users and n is the number of items. In order to deal

with this, major e-commerce systems prefer to carry out expen-

sive computations offline and feed the database with updated

information periodically. In this way, they can provide recom-

mendations to users quickly based on pre-computed similari-

ties. The computation complexity of maintaining the user simi-

larities matrix in the worst case is O( m 

2 n ) [24] . 

In contrast, generating a single recommendation for an active

user is a two-step computation. First, we need to find the users

most similar to the active user, and then we must scan items

to find the ones that better match the active user’s interests

(according to similar users’ purchases). In the worst case, this

computation costs O( n ) when similarities are pre-computed of-

fline [24] . 

2. Item to item similarity - The computation complexity of main-

taining the items similarities matrix in the worst case is

O( n 2 m ). Those similarities can be pre-computed offline. 
3. Personalized demand graph - the complexity of finding the bias

factor, αu, i for each item and user is the complexity of the SVD

algorithm which is O (min { mn 2 , m 

2 n }) [25]. 

The optimization model - providing a recommendation to a

ser under the assumption that single item purchasing probabil-

ty, items similarities, and personalized demand graph ( 1–3 ) were

omputed, is O ( ( n 
2 
) · T 2 ) , where n is the numb er of items, and T is

he span of the possible prices for the bundle, which in the worst

ase is between 0 to the sum of the maximum prices present in

he DB for each of the items that are within this bundle. O ( n 

2 ) is

he complexity of going through all of the possible pairs of items

meaning all of the optional bundles). T 2 is the complexity of go-

ng through all of the possible combinations of dividing the bundle

rice span between the two products within the bundle. 
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Table 1. 

Descriptive statistics of the three datasets. 

Dataset 1 Dataset 2 Dataset 3 

General statistical information Total transaction 3425 836,846 44,484 

Number of users 10 0 0 10 0 0 10 0 0 

Number of items 300 300 300 

Time period 1.1.2013–12.7.2014 2.3.2012–23.7.2013 30.4.2014–31.7.2014 

Number of items purchased by an average 

customer in the whole period 

3.42 836.846 44.484 

Total price paid by an average customer in the 

whole period 

1967.6 (ILS) 3825.17 (USD) 302.6 (USD) 

Number of items purchased together per day 

by an average customer 

1.434 8.288 2.598 

Total price paid per day by an average 

customer 

734.14 (ILS) 37.88 (USD) 6.8 (USD) 

Test set Total transaction 136 86,125 3278 

Number of users (Top) 20 (Top) 50 (Top) 50 

Number of items (Top) 150 (Top) 150 (Top) 150 

Train set Total transaction 3289 750,721 41,206 

Number of users 997 10 0 0 996 

Number of items 300 300 300 
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4. Evaluation 

4.1. Datasets 

In this section we test our model on three real datasets. Two of

the datasets are from e-commerce applications that use single item

recommendation methods, one of which sells Xbox games, and the

other is a shopping website that sells electrical products and fur-

niture. The third dataset is a supermarket dataset. Each of these

datasets can be used to expand regular single item recommenda-

tions into bundling recommendations: 

• The first is a purchase/transaction database for a large Israeli

shopping website that sells electrical products and furniture;

this dataset is referred to as "dataset 1." From this dataset we

used the data of the top 10 0 0 users (the most active) and

top 300 products (most popular), consisting of a total of 3425

transactions. We split the data into train and test sets. The

test set consists of the top 20 customers and top 150 products

(meaning transactions that include both a user that is one of

the top 20 users and an item that is one of the top 150 items)

that yielded 136 transactions, whereas the train set consists of

all the rest, i.e., 3289 transactions in the train set. 

• The second dataset is a supermarket dataset from Kaggle. 1 This

dataset consists of commodity purchases and is referred to as

"dataset 2." We use the top 10 0 0 customers and top 300 prod-

ucts in the data which comprised of 836,846 transactions. The

top 50 customers and top 150 products are mapped into the

test set of 86,125 transactions and 750,721 transactions to the

train set. 

• The third dataset contains data from Microsoft Xbox games;

this dataset will be called “dataset 3.” Again, we use the top

10 0 0 customers and top 300 products in the data made up of

44,484 transactions. The top 50 customers and top 150 prod-

ucts are mapped into the test set of 3278 transactions and

41,206 transactions are in the train set. 

In Table 1 we summarized the descriptive statistics of the

datasets and the division of the datasets into train and test sets. 

We chose to use top items and users as test items/users in or-

der to test our model on the denser part of the data distribution,

so that the effect of our model would be more apparent and mea-

surable. 
1 https://www.kaggle.com/c/acquire- valued- shoppers- challenge 

 

 

As we can see, we have three different datasets: small (dataset

), medium (dataset 3) and large (dataset 2). In Dataset 1, the cus-

omers are nor repeated visitors, meaning that they tend to buy

 product once and then not to buy again. Dataset 2 represents

ommodities, so each customer tends to buy a lot of products. In

ataset 3, the customers tend to buy a lot of Xbox games, but not

s frequently as in the commodities dataset. 

.2. Experiments 

We conducted offline evaluation and tested our model by com-

aring it to SVD and k-NN collaborative filtering. We used k-NN CF

ith user to user similarity using the Jaccard measure and SVD

ith Stochastic Gradient Descent as the optimization algorithm

23] . 

In order to prepare the datasets for our experiments, we orga-

ized each transaction with the following information: 

• Purchase dateCustomer ID 

• Item ID 

• Purchase price 

We used the Customer ID and Item ID data for the regular

ecommendation task. In order to determine whether our recom-

ended bundle is considered a hit, we used the purchase date data

n the test set. We considered a hit if the two products of the bun-

le have been purchased by the user within a specified time pe-

iod. For dataset 1 (shopping website) and dataset 2 (supermarket),

his time period was set at up to a week , because the purchasing

atterns of commodities are characterized by a more frequent buy-

ng cycle. For dataset 3 (Xbox games) the time period was set at

p to the longer time span of a month , because games have a less

requent buying cycle compared to commodities. 

We used the purchase price data to evaluate our pricing model.

We evaluated the personal demand function, the product rec-

mmendations, and the price recommendations. In each case we

escribe the goal, the measures used for the evaluation, the vali-

ation procedures, and the results: 

I. The personal demand function: 

a. Goal - The personal demand graph represents the probabil-

ity the user will purchase an item with a given price. This

probability has a strong influence on our model, and for that

reason it is important to evaluate this personal function and

validate that it represents the user’s preferences. 

https://www.kaggle.com/c/acquire-valued-shoppers-challenge
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Fig. 3. Example of a demand graph for the expectancy calculation. 
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Table 2. 

Results of (a), (b), and (c) measures on demand functions represented as linear re- 

gression models with degrees of 1,2, and 3. 

Degree = 1 Degree = 2 Degree = 3 

(a) Validation set 

1. Dataset 1 0.00374 0.0047 0.00531 

2. Dataset 2 4.281 8.19 8.769 

3. Dataset 3 0.00233 0.00245 0.00245 

(b) Median probability 

1. Dataset 1 0.0803 0.0999 0.105 

2. Dataset 2 0.1162 0.1663 0.164 

3. Dataset 3 0.0297 0.0326 0.03265 

(c) Demand function expectancy (WPE) 

1. Dataset 1 0.00676 0.0648 0.362 

2. Dataset 2 0.208 0.223 0.345 

3. Dataset 3 0.2907 0.1736 0.166 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b Measures - We used the following measures to evaluate the

accuracy of the personal demand graph: 

i. The RMSE measure: 

RMSE = 

√ ∑ N 
i =1 ( P i − R i ) 

2 

N 

, (12) 

where, P i is the predicted value and R i is the actual value.

ii. The MSE measure: 

MSE = 

∑ N 
i =1 ( P i − R i ) 

2 

N 

, (13) 

where, P i is the predicted value, and R i is the actual

value. Smaller MSE values indicate higher accuracy. 

iii. The expectancy of each demand function which was

compared to the actual price the user paid. The ex-

pectancy of a graph is calculated as: 

Expectancy = 

price = Const ∑ 

price ∈ P ( price ) =0 . 005 

price 

·[ P ( price ) − P ( price + Const ) ] (14) 

where, P(price) is the probability the user bought the

item in the given price, price decreases by ‘Const’ (de-

pending on the item’s price span) beginning with the

price that corresponds to the probability of 0.005, to the

‘Const’ value, and P(price + Const) is the probability used

in the previous iteration. 

For example, the demand graph of user u for item i is

presented in Fig. 3 with x,y values. x represents the price,

and y represents the probability the user will buy the

product at that price. 

The price that corresponds to the probability of 0.005 is

200, and the ‘Const’ was set to 25. The expectancy is cal-

culated as follows: 

Expectancy = 200 · 0 . 005 + 175 · ( 0 . 1 − 0 . 005 ) 

+150 · ( 0 . 3 − 0 . 1 ) + 125 · ( 0 . 5 − 0 . 3 ) + 10

·( 0 . 6 − 0 . 5 ) + 75 · ( 0 . 8 − 0 . 6 ) + 50 

·( 0 . 9 − 0 . 8 ) + 25 ∗( 0 . 98 − 0 . 9 ) = 104 . 625

iv. WAPE, Weighted Absolute Percent Error measure [17] ,

meaning: 

WAP E = 

∑ | P redicted P rice − Actual P rice | ∑ 

Actual price 
(15) 

We decided to use this measure and not MAPE [19] since

we wanted that each error will have a weight that is rel-

ative to the actual price value (where, the error of ob-

servation i is W eigh t i = 

Actual Pric e i ∑ 

Actual price 
) , thus errors of high

prices will have a higher importance. We used this mea-

sure without the absolute value in order to find if the
predicted values are lower or higher than the actual val-

ues (in average). We call our measure WPE, which is de-

fined as follows: 

W P E = 

∑ 

P redicted P rice − Actual P rice ∑ 

Actual price 
(16) 

c. Validation procedures - In order to learn all the alphas for

each user and item, we used an SVD prediction method. For

datasets 1 and 3 we used 1500 iterations, and for dataset 2

we used 200 iterations (described more fully in the results

section). To find the demand graph we tested a regression

function with degrees of 1, 2, and 3. 

We used three procedures in order to evaluate the personal

demand function: 

i. We defined a validation set as 20% of the existing alpha’s

data in order to test the predicted alphas in comparison

to the actual alphas using the MSE measure. 

ii. We compared the personal demand graph probability to

0.5 (median probability) of all purchased products in the

test set, also using the MSE measure. 

iii. We calculated the expectancy of each demand function

and compared it to the actual price the user paid using

the WPE measure. 

d. Results - We built linear regression models with degrees of

1, 2, and 3. Table 2 shows the performance of the three de-

grees on the measures we defined in the previous section:

(a) MSE based on comparing the predicted alphas in the val-

idation set to the actual alphas (b) MSE based on comparing

the personal demand graph probability to 0.5 (median prob-

ability) of all purchased products in the test set, and (c) the

WPE measure based on comparing the expectancy of the de-

mand function to the actual price the user paid. 

In Table 2 , we can see that in most cases linear regression

with a degree of 1 has the best performance (appears in

bold in Table 2 ). The MSE values based on evaluating the

alphas of the validation set and the differences from the

median probability were all the smallest utilizing a degree

of 1. The WPE measure which represents the difference of

the price expectancy from the actual price in percentage

terms was very accurate in dataset 1 - 0.676%, in contrast to

dataset 2 - 20.8% and dataset 3 (with a degree of 3) - 16.6%.

We decided to proceed with a linear regression model with

a degree of 1 and predicted the missing alphas using SVD

on the existing alphas matrix. The SVD learning iterations

are shown in Fig. 4 for datasets 1 and 3 and in Fig. 5 for

dataset 2. Dataset 2 is presented in a separate graph, since

its RMSE is bigger and has a different scale. 
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Fig. 4. Predicting alphas using SVD for datasets 1 and 3. The model improves the 

prediction (measured by RMSE) as the number of iterations decreases. 

Fig. 5. Predicting alphas using SVD for dataset 2. The model improves the predic- 

tion (measured by RMSE) as the number of iterations decreases. 

Table 3 

Results of (a), (b), and (c) measures on the demand function represented as a linear 

regression model with a degree of 1. 

Dataset 1 Dataset 2 Dataset 3 

(a) Validation set 0.00374 4.281 0.00233 

(b) Median probability 0.0803 0.1162 0.0297 

(c) Demand function expectancy (WPE) 0.00676 0.208 0.2907 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As we can see, for datasets 1 and 3 the RMSE measure con-

verges to a very small value. For dataset 2 the alphas are

harder to predict, because the commodities dataset does

not reveal significant personal patterns. The patterns are

generic and represent most of the population. For that rea-

son, the RMSE in this dataset is higher compared to the

other datasets. After 200 iterations the RMSE value tends to

increase; thus, we stopped iterating after 200. 

Table 3 , summarizes the results according to regression

function with a degree of 1 which had the best perfor-

mance. 

As we can be observed in Table 3 , datasets 1 and 3 have

very low MSE values for (a) and (b) measures, confirming

that the alpha prediction is suitable, as is the personal de-

mand graph for each user. As mentioned before, in dataset

2 the MSE values are much higher because of the generic

character of the data. 

The WPE measure for comparing the demand function ex-

pectancy to the actual price (c) for dataset 1 is 0.6%,

which means that the expectancy price was on average 0.6%

greater than the actual price. For dataset 2 the WPE was

20.8%, and for dataset 3 the WPE was 29.07%. These results
mean that the expectancy prices for datasets 2 and 3 are

20%-30% greater than the actual price, which is good since

we want to recommend higher prices (in order to increase

revenue). Moreover, the increase of 20% in the price is logi-

cal and not exaggerated. The 0.6% WPE measure for dataset

1 shows that the expectancy of the demand graph is very

accurate (compared to the actual price). We believe this is

due to the fact that the Israeli shopping website already ma-

nipulated the price so that it was as high as possible. Thus,

the accuracy here appears to be very close to the actual

price. 

I. The product bundling recommendations: 

a. Goal - Our main objective is to recommend personal bun-

dles that the user will purchase. We would like to evaluate

if our recommendations provide a good prediction of the

products the user will buy in the future and compare the

results to state-of-the-art k-NN CF and SVD methods. 

b. Validation procedure - Our evaluation is based on a com-

parison of the top 5 bundles to the top 5 items recom-

mended by k-NN CF and SVD algorithms. If a recommended

bundle was purchased in the test set within the established

time period, we consider it a hit. In this way the maxi-

mum a bundle recommendation list can achieve is 5 hits.

We chose to use a fixed number of 5 as our recommenda-

tion size, since we deal with bundles (meaning 10 items)

and a higher number of recommendations can exhaust the

user. 

c. Measures - We used the following measures: 

i. Precision - the ratio between recommended items that

were actually purchased by the user (TP) to all the

items that were recommended to the user by the sys-

tem (those that were purchased-TP and those that were

not truly purchased by the user-FP). This measure repre-

sents the probability that a recommended item will be

purchased: 

P recision = 

T P 

T P + F P 
(17)

ii. Recall - the ratio between recommended items that

were actually purchased (TP) to the total num-

ber of purchased items by the user (those that

were recommended-TP and those that were not

recommended-FN). This measure represents the proba-

bility that a purchased item will be recommended: 

Recall = 

T P 

T P + F N 

(18)

iii. Average quantity that was recommended and purchased

- in order to compare this measure with the bundle rec-

ommendation list and item recommendation list. We de-

fine this as follows: if a bundle was purchased it is val-

ued at 1 quantity, and if one item within a bundle was

purchased it is valued at 0.5 quantity. In this way the

maximum that the bundle list can achieve is a quantity

of 5 units. If an item within the item recommendation

list was purchased, it is valued at 1 quantity. In this way

the top 5 items list can achieve a maximum quantity of

5. 

iv. Average price that was paid for the recommended and

purchased products - in order to compare this measure

with the bundle recommendation list and item recom-

mendation list, we define this as follows: if a bundle

was purchased it is valued at 1 quantity ∗ the price that

was paid in the test set for this bundle, and if one item

within a bundle was purchased, it is valued at 0.5 quan-

tity ∗ the price that was paid in the test set for this item.
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Table 4. 

Results of bundling recommendation for dataset 1. Bundle recommendation is con- 

sidered a hit if the two products were purchased within a week . 

Precision Recall 

Average 

quantity Average price 

k-NN CF 0.027 0.012 0.133 12.133 

SVD 0.013 0.033 0.067 70.533 

Bundling – strategy I 0.074 0.1 0.4 469.133 

Bundling – strategy II 0.058 0.087 0.3 457.467 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 

Results of the bundling recommendation for dataset 2. Bundle recommendation is 

considered a hit if the two products were purchased within a week . 

Precision Recall 

Average 

quantity Average price 

k-NN CF 0.404 0.017 2.02 18.894 

SVD 0.476 0.02 2.38 23.811 

Bundling – strategy I 0.487 0.02 2.86 44.959 

Bundling – strategy II 0.408 0.016 2.26 53.854 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

If an item within the item recommendation list was pur-

chased it is valued at 1 quantity ∗ the price that was paid

in the test set for this item. In this way we can evaluate

if the bundle recommendation helped at increasing in-

come. 

d. Statistical significance - To determine the confidence level

of each measure comparison (precision, recall, quantity, and

price) we use a Paired T Test which is a test of the null hy-

pothesis that the difference between the two methods we

compared has a mean value of zero; the alternative hypoth-

esis is that the bundling models have a greater value than

k-NN CF and SVD methods. We calculate the P-value of each

test. We used a paired test, because all the methods are

tested on the same population. 

e. Results - We compared the two bundling strategies: I- max-

imizing the probability; and II- maximizing the expected

revenue, to state-of-the-art item recommendation methods

(k-NN CF and SVD), using top 5 recommendations, precision,

recall, average quantity, and average price measures. The re-

sults are shown in Tables 4 , 6 , and 8 . The P-values for the

T-tests are shown in Tables 5 , 7 , and 9 . As observed from

the results, the null hypothesis that the two methods per-

form equally is rejected (p < 0.05). 

As we can see in Table 4 , the results for dataset 1 show

that all the measures- precision, recall, average quantity, and

average price - were improved by recommending the top

5 bundles instead of the top 5 items. Despite this, we can

see that the values of the measures are small, because this

dataset is hard to predict since the customers are not reg-

ular customers, meaning that they tend to buy a product

once and not buy again. The number of transactions per cus-

tomer is very small. Moreover, we can see that the bundling

recommendations increased the average price paid for the

recommended and purchased products of the top 5 recom-

mendations, which means that our bundling model can in-

crease the buying scope by recommending the most prof-

itable products together. The first bundling strategy of max-

imizing the probability has better performance in compari-

son to strategy II of maximizing the expected revenue. 

In Table 5 , we can see that the p- values of the precision

and average quantity measures of strategy I in comparison

to all other methods were below to 0.05, providing that the

bundling model with strategy I has significantly the best

precision and average quantity performance. The recall and
Table 5 

P -values of T-test for dataset 1, with null hypothesis that the

tive hypothesis that the mean of the first method is greater t

First method Second method Precis

Bundling – strategy I k-NN CF 0.0189

Bundling – strategy I SVD 0.0179

Bundling – strategy II k-NN CF 0.048 ∗

Bundling – strategy II SVD 0.0329

Bundling – strategy I Bundling – strategy II 0.037 ∗
average price measures of the bundling model with strat-

egy I were significantly better than the collaborative filter-

ing method and strategy II but not significantly better than

the SVD method. 

As we can see in Table 6 , the results of dataset 2 show that

all the measures- precision, recall, average quantity and av-

erage price - were improved by recommending the top 5

bundles instead of the top 5 items with the bundle model

that maximizes the probability. 

Bundling with strategy II (maximizing the expected rev-

enue) yields the highest average price, since this method

aims at maximizing the revenues and therefore chooses the

expensive products. In Table 7 , we can see that the p-values

of all measures of bundling strategy I compared to the k-

NN CF were below 0.05; thus, this bundling model signif-

icantly outperforms the k-NN CF. Bundling with strategy I

did not outperform SVD significantly in terms of precision

and recall, probably because SVD has better performance

than the k-NN CF for this dataset, and the bundling model

is based on the k-NN collaborative filtering method. We as-

sume this is the case and leave for future research the issue

of whether our bundling model will perform significantly

better using SVD techniques rather than the items recom-

mendation SVD. 

Strategy I performed significantly better than strategy II for

all measures except the average price, a measure in which

strategy II performed better. The reason might be that since

strategy II maximizes the revenues, it provides recommen-

dations of more profitable products. Strategy II was signifi-

cantly superior to k-NN CF in the average quantity and aver-

age price measures and significantly outperformed SVD only

for the average price. 

As we can see in Table 8 , the results of dataset 3 show that

results for all measures - precision, recall, average quantity

and average price - were improved when recommending the

top 5 bundles instead of the top 5 items with the bundle

model that maximized the probability. The results for the

k-NN CF method were very close to the bundling model,

since our model uses k-NN CF to find the single item pur-

chasing probability. SVD method had the worst performance

with this dataset. 

In Table 9 , we can see that the p-values for all the mea-

sures comparing the bundling model to SVD were below

0.05, meaning that the bundling significantly outperforms
 means of the two methods are equal and an alterna- 

han the second method. 

ion Recall Average quantity Average price 

 

∗ 0.0135 ∗ 0.017 ∗ 0.034 ∗

 

∗ 0.105 0.0222 ∗ 0.067 

0.0242 ∗ 0.041 ∗ 0.0375 ∗

 

∗ 0.143 0.036 ∗ 0.072 

0.043 ∗ 0.0413 ∗ 0.042 ∗
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Table 7 

P-values of T-test for dataset 2, with null hypothesis that the means of the two methods are equal and an alternative 

hypothesis that the mean of the first method is greater than the second method. 

First method Second method Precision Recall Average quantity Average price 

Bundling – strategy I k-NN CF 0.0039 ∗∗ 0.0416 ∗ 2.35E–06 ∗∗ 1.132E–14 ∗∗

Bundling – strategy I SVD 0.215 0.365 0.0 0 011 ∗∗ 8.411E–09 ∗∗

Bundling – strategy II k-NN CF 0.350 0.801 0.049 ∗ 3.573E–12 ∗∗

Bundling – strategy II SVD 0.978 0.986 0.670 9.2E–08 ∗∗

Bundling – strategy I Bundling – strategy II 1.11E–16 ∗∗ 2.05E–09 ∗∗ 2.532E–12 ∗∗ 0.994 

Table 8. 

Results of the bundling recommendation for dataset 3. Bundle recommendation is 

considered a hit if the two products were purchased within a month . 

Precision Recall Average 

quantity 

Average price 

k-NN CF 0.283 0.022 1.413 7.42 

SVD 0.017 0.002 0.087 0.686 

Bundling – strategy I 0.296 0.166 1.946 9.092 

Bundling – strategy II 0.197 0.114 1.283 37.273 
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Table 10. 

Results of the price bundling recommendation for dataset 1. WPE_R measures for 

the recommended price versus the actual price and WPE_M for the mean price 

versus the actual price. 

Recommended price (WPE_R) Mean price (WPE_M) 

Bundling – strategy I 0.014 0.013 

Bundling – strategy II 0.018 0.013 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SVD. Strategy I performed significantly better than strategy

II for all measures except the average price. This is consis-

tent with the former results for the same reason. The re-

call and average quantity measures of the bundling model

implementing strategy I were significantly higher than col-

laborative filtering, but the precision and the average price

were not. 

In conclusion, in most cases product bundling improves the

recommendations for all measures. Bundling recommendations in-

crease the number of purchases and the income. For all datasets

the first strategy of maximizing the probability led to higher re-

sults in terms of precision, recall, and average quantity than the

strategy of maximizing the expected revenue, while maximizing

the expected revenue in most datasets provides better results in

terms of the average price actually paid for the top 5 recommen-

dations. In some cases our bundling model was significantly better

than the k-NN CF and SVD methods. 

II. The price bundling recommendations: 

a. Goal - Our second objective of the research is to suggest

a price recommendation for each bundle. We would like to

evaluate the accuracy of the recommended bundle price and

the ability of this price suggestion to leverage (increase) the

buying scope and the firm’s income. 

b. Validation procedure - Our evaluation consists of compar-

ing the recommended price to the actual price the user paid

in the test set using the WPE measure that we mentioned in

Eq. (16) , meaning: 

W P E _ R = 

∑ 

Recommended P rice − Actual P rice ∑ 

Actual price 
Table 9 

P-values of T-test for dataset 3, with null hypothesis that the 

hypothesis that the mean of the first method is greater than th

First method Second method Precision

Bundling – strategy I k-NN CF 0.317 

Bundling – strategy I SVD 2.91E–13

Bundling – strategy II k-NN CF 0.923 

Bundling – strategy II SVD 7.19E–09

Bundling – strategy I Bundling – strategy II 0.0 0 0202
The mean price is compared to the actual price the user

paid in the test set using WPE measure, meaning: 

W P E _ M = 

∑ 

Mean P rice − Actual P rice ∑ 

Actual price 

where, the mean price is the sum of the mean prices of the

bundle products in the dataset. 

In this evaluation phase we compared the WPE_R and

WPE_M. 

c. Results - Tables 10–12 show the WPE_R measure of the dif-

ference between the recommended bundle price and the ac-

tual price paid by the user in comparison to the WPE_M

measure of the difference between the mean price of the

two products in the dataset and the actual price paid by the

users. 

As can be observed in Table 10 , the WPE_R measures of the

recommended prices were on average 1.4% and 1.8% higher

than the actual price, and the mean price was on average

1.3% higher than the actual price. Thus, the recommended

prices of the bundling models are accurate in comparison

to the actual price and provide a small improvement in the

amount paid for each recommendation, and thus may in-

crease revenue. The price bundling recommendation is very

accurate since, as we mentioned before, the shopping web-

site already manipulates the prices before recommending

them to the customers. Thus, the accuracy here is more than

adequate and very close to the actual price 

As we can see in Table 11 , the WPE_R measures for the rec-

ommended prices were on average 42.1% and 51.1% higher

than the actual price, and the WPE_M of the mean price was

on average 28.5% and 52% higher than the actual price. The

recommended prices of the bundling models are higher in

comparison to the actual price and do not provide a good

estimation of the actual prices. The same is true for the

mean price estimation which is higher than the actual price
means of the two methods are equal and an alternative 

e second method. 

 Recall Average quantity Average price 

4.21E–06 ∗∗ 0.0202 ∗ 0.1938 

 

∗∗ 4.24E–07 ∗∗ 3.61E–12 ∗∗ 1.19E–10 ∗∗

6.37E–05 ∗∗ 0.558 2.80E–05 ∗∗

 

∗∗ 3.75E–06 ∗∗ 2.91E–08 ∗∗ 1.63E–07 ∗∗

 

∗∗ 0.0071 ∗∗ 0.0 0 037 ∗∗ 0.999 
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Table 11 

Results of the price bundling recommendation for dataset 2. WPE_R measures of the 

recommended price versus the actual price and WPE_M of the mean price versus 

the actual price. 

Recommended price (WPE_R) Mean price (WPE_M) 

Bundling – strategy I 0.421 0.285 

Bundling – strategy II 0.511 0.520 

Table 12. 

Results of the price bundling recommendation for dataset 3. WPE_R measures for 

the recommended price versus the actual price and WPE_M for the mean price 

versus the actual price. 

Recommended price (WPE_R) Mean price (WPE_M) 

Bundling – strategy I 0.049 0.02 

Bundling – strategy II 0.051 0.031 
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and therefore also doesn’t provide a good estimation. The

commodity dataset does not contain unique customer’s pur-

chasing patterns, and therefore, as shown before, the per-

sonal demand graph doesn’t provide good predictions. This

might be the reason for the poor performance of the recom-

mended prices. Despite this, the recommended prices can

guarantee an increase of ∼50% in the price customers would

pay for the products they are interested in. 

As we can see in Table 12 , the WPE_R measures for the

recommended prices were on average 4.9% and 5.1% higher

than the actual price, and the WPE_M of the mean price

was on average 2% and 3.1% higher than the actual price.

The recommended prices of the bundling model are accu-

rate in comparison to the actual price and provide a 5% im-

provement in the price for the top 5 recommendations, and

thus increase the revenues. Recommending a bundling price

that is 5% higher is reasonable and not exaggerated, which

means that customers will buy at this price, and the firm’s

income will increase. 

The results show that the prices for the recommended bun-

dles are higher (on average) than the actual prices paid by

the customer. This doesn’t mean that the bundle’s price is

higher than the sum of the prices of the individual products

that are part of the bundle. The algorithm goes through a

span of prices that begins with the minimum price of one

of the products that are part of the bundle to the sum of

the maximum price of those products. Thus, if a customer

actually paid a lower price for both of the products it means

that he/she didn’t pay the maximum prices that appeared in

the database for the two products. Moreover, the consumer

may have bought these products as part of a promotion. 

In conclusion, the recommended prices of dataset 1 and 3 pro-

ide good estimates of the actual prices and can guarantee an in-

rease in income. Dataset 2 yielded the poorest results, because it

oesn’t contain unique purchasing patterns and the personal de-

and graph is not accurate. Moreover, the dataset dealing with

ommodities contains products with low prices, and therefore no

ange exists for manipulating the prices. 

. Conclusions and discussion 

In this work we presented a novel product and price bundling

ecommendation model that aims at increasing customers’ buying

cope and the firm’s income. The proposed method uses a collab-

rative filtering method, personalized demand graph, Jaccard sim-

larity measure, and expected revenue/purchasing probability opti-

ization in order to provide top N bundles recommendations with

 personalized recommended price for each bundle. 
The main contribution of our method is that unlike most rec-

mmendation methods that are designed to provide single item

ecommendations and do not involve personalized price recom-

endation, our model uses the recommender system platform in

rder to implement a bundling strategy and utilizes an optimiza-

ion technique to determine the optimal price for the bundle for

ndividual users. As we demonstrated, this model leverages the sin-

le item recommendation method, combining with it bundle rec-

mmendations, which can increase the users’ buying scope and the

rm’s income, thereby enhancing the value provided by RSs. 

In our evaluation, it was shown that our personalized de-

and graphs were accurate and represented the customers’ buy-

ng preferences. For dataset 2 the personalized demand graphs

ere harder to predict, since the commodities dataset does not

eveal significant personal patterns. The patterns are generic and

epresent most of the population. In addition, we showed that, in

omparison to state-of-the-art item recommendation methods, the

undling recommendations can improve precision, recall, the aver-

ge quantity of products actually purchased, and the average price

aid. 

The first strategy of maximizing the probability led to higher

esults in terms of precision, recall, and average quantity than the

trategy of maximizing the expected revenue. However, maximiz-

ng the expected revenue for most datasets provided better results

or the average price actually paid for the top 5 recommendations,

ince this method chooses the most profitable products. In some

ases our bundling model was significantly better than the k-NN

F and SVD methods. 

Furthermore, the personalized recommended price for datasets

 and 3 was up to 5% higher than the actual price, meaning that

e provide a good estimation of the actual price, while increas-

ng the potential payment for our recommended bundles. As men-

ioned, dataset 2 yielded the poorest results, because it doesn’t

ontain unique personal purchasing patterns and there was no

ange to manipulate the price. 

This work raises new questions and additional research direc-

ions in the field of product and price bundling recommendations.

herefore, we intend to extend this research in the following di-

ections: 

Online A/B testing . Our evaluation method was offline. The

undling method has a much higher effect when offered online to

sers. Evaluating the online customers’ response to the suggested

undles and their prices can increase the research contribution. 

Extending the model to more than two products . Our model

eals with bundles of only two products. There is a need to see

ow it can be expanded to more than two products. 

Handling quantity data . The algorithm presented in this paper

as performed on systems that consist of binary data that repre-

ents buying events. There is a need to extend the model to use

uantity data that represents how much of each item the cus-

omer has bought. This quantity can intensify the preference the

ustomer has for a specific product. 

Using data features . Our algorithm didn’t use the items’ fea-

ures in order to decide which items should be offered together.

uture work can include extending our model to use the items’

haracteristics, which could improve the bundle recommendations.

Bundling of the same product . Our bundling model offers two

ifferent products as a bundle, but in some domains we can ex-

end our model to offer a bundle of the same product twice with

 discount (for example, 1 + 1 campaigns). 
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